
International Conference on Mechanical System Engineering and Technology Applications
(ICoMSETA) 2024, pp. X – XX

journal.ump.edu.my/mekatronika 1

Machine Vision Calibration for Industrial Robots Target
Detection

Zhang XiaoYang1,3,Muhammad Azmi Ayub1, Fazlina Ahmat Ruslan1, Sukarnur Che Abdullah1, Shuzlina Abdul-
Rahman2

1College of Engineering, UiTM Shah Alam,40450 Shah Alam Selangor, Malaysia
2School of Computing Sciences, College of Computing, Informatics and Media, UiTM Shah Alam,40450 Shah
Alam Selangor, Malaysia

3Hebei Institute of mechanical and electrical technology, xingtai, China
4 fazlina419@uitm.edu.my

Abstract. Industrial robots are increasingly used in various fields of industrial production. At
present, the working mode of most industrial robots is fixed and single, and when the working
environment or target position changes, industrial robots cannot accurately grasp and need to
be repositioned. In order to improve the autonomy and intelligence of its work, machine vision
is gradually applied to combine with robot technology to give robots the ability to perceive the
environment.With the increase of industrial demand, rapid and accurate recognition and
positioning of objects with arbitrary posture in complex space environment has become a new
research direction.To solve this problem, this paper studies hand-eye calibration and pose
recognition in 3D vision system detection based on depth camera, and realizes industrial robots
to grasp objects based on pose results of vision system. In order to solve the problem of
mapping between the camera coordinate system and the industrial robot coordinate system, this
paper proposes a robot calibration method, which can quickly and accurately obtain the
transformation matrix between the image coordinate system, the camera coordinate system and
the robot coordinate system. The camera calibration process and the imaging system model are
analyzed, and then image processing algorithms such as image segmentation, target
classification, image matching, corner detection, target localization and tracking are used.
Finally, the pose data of different positions of targets are obtained through experiments, and
the error analysis of the data is carried out, which provides strong data support for accurate
positioning and grasping of targets.
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1. Introduction
As a key driving force for intelligent manufacturing and industrial development, industrial robots are
expanding their application range. The use of industrial robots to replace manual handling, assembly,
welding, and other repetitive heavy tasks can significantly reduce labor costs, enhance production
efficiency, and meet product reliability requirements[1]. With the increasing requirements of
complexity and flexibility of industrial robots and automated processing equipment in intelligent
processing and manufacturing, the introduction of robot technology in the field of industrial
production has become an inevitable trend. Therefore, robot technology has become the main symbol
of measuring a country's scientific and technological innovation ability and high-end manufacturing
level[2].
Industrial robots are particularly suitable for replacing humans working in harsh environments or
engaging in boring repetitive work, such as processing, welding, spraying, assembly and handling, a
large part of which is closely related to object grasping. The robotic arm is a multi-joint manipulator or
multi-degree-of-freedom mechanical device, representing a crucial category within industrial robotics
and holding significant relevance in the industrial manufacturing sector[3].
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However, the traditional arm-type robot lacks the ability of environment perception and can't adjust
the environment and target quickly in real time. This results in the lack of flexibility and robustness of
traditional robots, which severely limits their application in dynamic scenarios. Machine vision
technology gives industrial robots the ability to see like humans. In a complete machine vision system,
the vision sensor collects the image of the objective object in the work scene, extracts and analyzes the
important information through the intelligent processing unit to simulate the human brain, realizes the
recognition and positioning of the target object, and even understands the work scene, so as to improve
the adaptability of industrial robots to the changing external environment[4]. Enhance its perception
and decision-making ability in complex industrial manufacturing environments.
In order to effectively to perform the target grasping, calibration of the robot system is essential. Robot
calibration is the process of enhancing the accuracy of a robot manipulator through modification of the
robot control software[5]. In general, robot calibration can be classified into two types, static and
dynamic. Static calibration is an identification of those parameters influencing primarily the static
positioning characteristic of the robot end-effector. Dynamic calibration is used to identify parameters
influencing primarily the motion characteristics[6].
There are four steps involved in the calibration：

● Determination of a mathematical model that represents the robot geometry and its motion
(Kinematic modeling)

● Measurement of position and orientation of the robot end effector in world coordinates (Pose
measurement)

● Identification of the relationship between joint angle and end-point positions
● Modification of control commands to allow successful completion of a programmed task

(Kinematic compensation)
In general, Figure 1 shows the dynamic or in-process robot calibration before the grasping task. The
measurement of position and orientation of the robot end effector in world coordinates (Pose
measurement) is important, for the grasping task can be accurately performed.

Figure 1. A structured sequence of robotic grasping task
This overall structured sequence of robotic grasping tasks can be summarized are as follows,
Camera calibration and hand-eye calibration: The initial step for the vision system involves
completing both camera calibration and hand-eye calibration between the robot and the camera. This
process enables the calculation of camera parameters and coordinate system conversion parameters.
Color and depth image acquisition: Depth information is obtained via a binocular vision system,
while color image data is captured using an RGB camera. Following this, the depth information is
correlated with the color image data at the pixel level.
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Image preprocessing: Image preprocessing involves processing the acquired color image and depth
image, including tasks such as image smoothing, enhancement, threshold segmentation, and edge
extraction.
Target recognition: Following image processing, the color image is aligned with the depth image,
allowing for the retrieval of pixel coordinates and depth values for the object's central point.
Coordinate system transformation: Through a series of coordinate transformations from the target
object's coordinate system to the camera coordinate system, then to the end-effector coordinate system
of the robot arm, and subsequently to the base coordinate system of the robot, the image data is
converted into pose information in the robot's base coordinate system. This transformation results in
the extraction of coordinates and pose details for the target object's grasp point, furnishing essential
input parameters for the robot's motion planning.
Robot motion control system
Finally, a visual feedback control strategy is designed to achieve the grasping operation of the moving
target on the conveyor belt through fixation approximation.
An experimental platform for 3D target grasping is built with binocular vision system. The accurate
grasping of spatially arbitrary positional targets by industrial robots relies on the 6-DOF pose
estimation of spatial targets by the 3D vision system. 3D point cloud data is generated by matched
pairs of parallax image. In order to estimate the 6-DOF pose of target, a pose estimation method based
on global structure feature constraints is proposed to quantify the global features which describe the
target structure as constraints in the point cloud reconstruction process. Experiments are expected to
verify that the robot can grasp arbitrary objects with corresponding posture and prove the feasibility of
the method.

2. Model and Method
An experimental platform for 3D target grasping is built with a binocular vision system. The accurate
grasping of spatially arbitrary positional targets by industrial robots relies on the 6-DOF pose
estimation of spatial targets by the 3D vision system. 3D point cloud data is generated by matched
pairs of parallax images. In order to estimate the 6-DOF pose of a target, a pose estimation method
based on global structure feature constraints is proposed to quantify the global features which describe
the target structure as constraints in the point cloud reconstruction process. Experiments are expected
to verify that the robot can grasp arbitrary objects with the corresponding posture and prove the
feasibility of the method[7&8].
For a robot system with vision, all information obtained by the camera is described in the camera
coordinate system. In order to make the robot use the information obtained by the vision system, the
first thing is to determine the relative relationship between the camera coordinate system and the robot,
which is the research content of the robot hand-eye calibration[9&10].

Figure 2. Eye-to-Hand and Eye-in-Hand Model
As shown in Figure 2, the installation of cameras in robot systems can be divided into two categories:
Eye-to-Hand: that is, the part where the camera is installed outside the arm, which is relatively fixed
with the base of the robot (world coordinate system) and does not move with the movement of the
robot arm.
Eye-in-Hand: that is, the camera is installed on the mechanical arm and moves with the movement of
the mechanical arm[11&13].
The solutions are slightly different, but the basic principles are similar.
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2.1. Eye-to-Hand

Figure 3. Eye-to-Hand Figure 4. Eye-to-Hand system model
As shown in Figure 3 and Figure 4, the Kinect camera sits on a table next to the arm, and the camera is
relatively fixed to the base of the arm as long as no one touches it.

We get coordinate systems like these:
{B}：Robot base coordinate system
{E}：Coordinate system of robot terminal connecting rod (connecting rod fixedly with calibration
plate)
{K}：Calibration plate coordinate system
{C}：Camera coordinate system
And coordinate transformation between them:
{A}：The position and pose of the end of the robot in the coordinate system of the base of the
manipulator, which is actually the problem of the forward kinematics of the robot;
{B}： The position and pose of the calibration plate in the robot terminal coordinate system are
unknown because the calibration plate is installed randomly;
{C}：The pose of the camera in the calibration plate coordinate system, which is actually solving the
extrinsic parameter of the camera;
{D}：The orientation of the camera in robot base coordinates, that's what we want to figure out.

CBAD  (1)
Therefore, as long as we can calculate the B transformation, the pose D of the camera in the robot
coordinate system can be obtained naturally[14].

Figure 5. Eye-to-Hand system model
As shown in Figure 5, we let the robot move two positions to ensure that the camera can see the
calibration plate in both positions, so as follows:

222111 CBACBA  (2)
Because the calibration plate and the connecting rod at the end of the manipulator are fixed, the B
transformation is also fixed and invariable.
Change it a little:

   1121
1

2 CCBBAA   (3)
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This is a typical AX = XB problem, where X is, by definition, a 4x4 homogeneous transformation
matrix:











10
tR

X
(4)

So, with A, B, and C, we can directly solve for the desired hand-eye calibration result D [15].

2.2. Eye-in-Hand

Figure 6. Eye-in-Hand Figure 7. Eye-in-Hand system model
As shown in the Figure 6 and Figure 7, the Realsense camera is fixed at the end of the manipulator and
moves with the movement of the manipulator.
We get a bunch of coordinate systems similar to the previous one and coordinate transformation
relationships (slightly different) as shown in Figure 8.

Figure 8. Eye-in-Hand system model
{A} : The position and pose of the end of the robot in the coordinate system of the base of the
manipulator, which is actually the problem of the forward kinematics of the robot;
{B} : The pose of the camera in the coordinate system at the end of the robot, the transformation is
fixed. As long as we know the transformation, we can calculate the actual position of the camera at
any time, so this is what we want to find;
{C} : The pose of the camera in the calibration plate coordinate system, which is actually solving the
extrinsic parameter of the camera;
{D} : The camera pose in the robot base coordinate system does not exist in the actual use of the
calibration board, so we do not care about this transformation relationship.
This is similar to the previous one, which directly moves the manipulator in two positions to ensure
that the calibration plate can be seen from both positions. Then, the spatial transformation loop is
constructed:

1-
22

1-
11 CBACBA  (5)
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   11
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1
2 CCBBAA   (6)

So it's an A*X=X*B problem again.
Let's take it one at a time:
Transformation A: It is the position and pose of the end of the robot arm in the coordinate system of
the robot base. In fact, it is the most basic forward kinematics solution in robotics.
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  (7)

This is use DH matrix and other methods to calculate the forward kinematics of the robot. If it is in
ROS, it can be obtained directly via KDL, TF, and etc. [16].In short: As long as we know the angles of
each joint of the robot in its current state, we can calculate the A transformation[17].
Transformation C: it is the pose of the camera in the calibration plate coordinate system. In fact, it is
the extrinsic parameter of the camera.

Figure 9. The keyhole model
Just to explain, for a typical camera, we use the keyhole model to model it as shown in Figure 9.
Therefore, in the camera coordinate system, 3D points (Xc, Yc, Zc, 1) in space and corresponding 2D
point (Xc Yc) in the image exactly meet the following relationship:
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The transformation matrix
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, which is called the Intrinsic parameter matrix, contains the

camera focal length and other parameters only related to the internal structure of the camera[18].

Then, we usually describe objects in world coordinates, that is, (Xw, Yw, Zw, 1), not in camera
coordinates. So, we need to first transform the object coordinates from the world coordinates to the
camera coordinates.
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Thus, we have the complete camera model:
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 :Degree of freedom (for the depth);
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With the camera model, what we need to do is to determine the internal parameter matrix first, and
then obtain the extrinsic parameter matrix according to the calibration plate pictures taken at different
locations: namely, the transformation relation C of the camera in the world coordinate system[19&20].

2.3. Experimental procedures
We will use the 3D vision system to complete the pose data of a cuboid object relative to the basic
coordinates of the industrial robot on the current experimental platform. The dimensions of this
rectangular object are 54mm long, 37mm wide and 5mm high as shown Figure 10. The computer
algorithm for image acquisition, processing and feature recognition was developed under the software
Win10: Python + OpenCV3.4.3 + OpenGL.

Figure 10. Experimental platform
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The camera hand-eye calibration as shown in Figure 11 is carried out to obtain the internal and
external reference matrices of the camera. Then, in the developed 3D computer vision calibration
algorithm, the fixed object 3D coordinate recognition task of the camera is completed.

Figure 11. Hand-eye calibration
The 2D image is acquired and depth image is computed as shown in Figure 12 and Figure 13.

Figure 12. 2D-Image Figure 13. Depth-Image
For image processing, the color extraction is carried out to obtain the gray image of the object as
shown in Figure14.

Figure 14. Color extraction
Then feature recognition and data analysis are carried out. Figure 15 shows the pose data of the object
relative to the camera coordinate system that can be calculated through the internal reference matrix
and directed object positioning. Hence, through the external parameter matrix, the pose data of the
object relative to the base coordinate system are computed.
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Figure 15. The camera pose
Through the external parameter matrix, the pose data of the object relative to the base coordinate
system are calculated.

Figure 16. Object pose data
We fixed the camera directly above the object as shown in Figure 17, 220mm away from the shooting
plane.Moving the target, and obtained three groups of data, namely three different positions of
object:A, B, and C;three different positions of camera:P, Q and R.

Figure 17. The camera height
We put the object on the platform, fix the camera, move the object, get three sets of data P-A, P-B, P-
C,as shown in the following Figure 18.

P-A P-B P-C
Figure 18. Three different locations of object and fix location of camera

We put the object on the platform, move the camera, adjust the camera position, and get three sets of
data P-A, Q-A, R-A, as shown in the following Figure 19.
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P-A Q-A R-A
Figure 19. Three different locations of camera and fix location of object

3. Results and Discussion
In this experiment, two groups of experiments were carried out to realize the detection and recognition
of static objects by 3D camera. The first group of experiments is to fix the camera in one position,
while placing the object in three different positions: A, B and C for target detection. The second group
of experiments is to fix the object in one position and move the camera to three different positions: P,
Q and R for target detection. All other parameters of the robotic visual servoing system remained
constant during the image acquisition. The algorithms for both image processing and feature
recognition were executed when the object and camera were moved and placed under the same
conditions.

An average of six readings was taken for both sets of experiments. The results for the pose data of the
object relative to the camera coordinate are shown in Table 1. The pose data of the object relative to
the base coordinate system were shown in Table 2.

As shown in Table 1: The object relative to the camera coordinate.
The experimental results show that no matter the fixed camera, moving object, or fixed object, moving
camera, in the camera coordinate system, the system can accurately detect the values of X, Y, Z
coordinates of the object in the camera coordinate system, as well as the rotation angles of each axis θ,
α, β.

By measuring the target object on the platform actual position (relative to the zero) of the camera
coordinate system, and comparing the experimental data, the error range is less than 2mm, indicating
that the internal parameter calibration of the camera is basically correct, and the correct conversion of
the target object to the coordinate system of the photographed image can be realized.

As shown in Table 2: The pose data of the object relative to the base coordinate system.
No matter it is fixed camera, moving object, or fixed object, moving camera, the results of these two
groups of experiments show that the system can accurately obtain the values of X, Y and Z
coordinates of objects in the basic coordinate system of industrial robots through the calibration of the
external reference matrix, as well as the rotation angles of each axis θ, α, β.

When the camera is fixed and the object is moved, through the measurement of the coordinate X, Y
and Z values of the object in the base coordinate system of the industrial robot and the measurement of
the attitude data of each axis, and comparing the experimental calculation data, it shows that the
calculation of the external parameter matrix of the camera can realize the correct conversion of the
camera coordinate system to the base coordinate system of the industrial robot, and the measurement
error is within 1mm.

When the object is fixed and the camera is moved, the correct conversion of the camera coordinate
system to the base coordinate system of the industrial robot can be realized by measuring the
coordinate X, Y and Z values of the object in the base coordinate system of the industrial robot and
measuring the attitude data of each axis, comparing the experimental calculation data and calculating
the external parameter matrix of the camera. The measurement error is within 8mm. For the
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measurement of the target in the same position, it can be seen from the different data obtained that the
measurement error is obviously larger, which may cause certain interference to the robot to grasp the
target.

Therefore, when detecting static objects, the camera can be fixed in one position for target detection. If
the camera needs to move along with the end axis and take pictures at the same time, the error will
have a large deviation. In the later research, when the camera moves to take pictures, the error should
be corrected to ensure the correct detection of the target.

The overall experimental results show that the average error is larger when the camera is moving than
when the camera is fixed. The position and orientation of the object are inconsistent with respect to the
robot coordinate system. The cumulative error when the camera is fixed is less than the cumulative
error when the camera is moving. Generally speaking, the errors of robot visual servo system mainly
come from two sources. These errors are caused by the robot's inherent mechanism and vision system.
Examples of errors caused by the inherent mechanism of a robot are gear backlash, friction, and wear
of the mechanism. Errors due to the visual system can come from the presence of dust and dirt in the
inspection area, uneven light distribution, and random speckles produced by the camera.

Table 1. The pose data of the object relative to the camera coordinate

Table 2. The pose data of the object relative to the base coordinate system

4. Conclusions
Traditional industrial robots lack the ability to sense and judge the environment, so they can only
perform presetting repeated actions in fixed scenes, and the feasibility of the actions still needs human
judgment. In order to improve the automation performance of the robot, calibration of the robotic
system for the adaptive movement in the dynamic complex environment was realized. It is essential to
obtain information about the external environment and to process and judge the robot's grasping
accuracy so as to provide the basis for robot trajectory planning. In this paper, the dynamic calibration
of the visual servoing robotic system using the Eye in hand was performed. That is, the camera is
installed on the mechanical arm and moves with the movement of the mechanical arm. The result
shows that the errors are bigger when the camera is moving with the robot arm. However, Eye in hand
system will give greater flexibility if the object is moving.

Location
Camera

Location
Object

Position Camera Orientation Camera
X Y Z θ α β

P A 4.8466 28.932 210.792 0 0 1.169
P B -15.276 1.555 211.520 0 0 178.685
P C -45.253 28.462 212.947 0 0 1.099
P A 4.8466 28.932 210.792 0 0 1.169
Q A 5.7487 -59.275 212.372 0 0 0.135
R A 44.643 -18.897 210.147 0 0 -179.709

Location
Camera

Location
Object

Position object Orientation object
X Y Z θ α β

P A 137.204 501.147 234.588 178.897 -0.822 0.880
P B 116.919 531.519 233.567 178.861 -0.812 -178.977
P C 87.0767 501.337 233.149 178.896 -0.823 0.809
P A 137.204 501.147 234.588 178.897 -0.822 0.880
Q A 137.593 493.782 231.337 178.900 -0.821 -0.157
R A 133.991 497.923 233.874 -178.913 0.822 -179.991
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